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Graph-Based
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Navigable Small-World Network
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[4] Milgram, Travers. An experimental study of the small world problem. Sociometry 1969.
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Introducing Hierarchy
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[7] Malkov,  Yashunin. Efficient and robust approximate nearest neighbor search using
     hierarchical navigable small world graphs. IEEE Trans. Pattern Anal. Mach. Intell. 2020.
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Relative Neighborhood Graph
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Relative Neighborhood Graph
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Hierarchical Navigable Small-World Graph
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Graph-based ANN: Advantages

● Fast Search  
○ Avoids visiting entire regions of search space
○ Drastically reduces the number of visited elements

● High Efficacy 
○ Avoids partitioning the space
○ Not sensible to small changes
○ Intrinsic notion of neighborhood
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Quantization

Approximate construction



Non-Sequential 
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The Problem of Non-Sequentiality 

● Non-Sequential Storage of Neighbors
○ Intrinsic in the nature of a Graph
○ Can be indirectly faced by reducing the number of retrieved nodes

■ Early stop strategies
■ Filtering strategies
■ Reducing number of neighbors

Improvements to 
existing graph indexes
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Thanks for your attention!



Q&A Time 


